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Abstract: Unauthorized entry in restricted areas represents an obvious security issue. Therefore, strict monitoring is highly 

required in order to ensure security. This research presents a smart surveillance bot for highly restricted areas with (1) automatic 

surveillance of an area specified by the user and obstacle detection and avoidance using Ultrasonic Sensor (2) human detection 

using Infrared (IR) thermal camera and identification of friend or foe (IFF) using RFID tags (3) live video surveillance using 

camera and manual remote control mode. The bot has the ability to detect human presence in an area using thermal image 

processing. If the bot detects and human presence while operating in surveillance mode, it confirms whether the person is a friend 

or foe by reading RFID. If the bot identifies the person as foe, it automatically sends the user a notification of intrusion and turns 

on live video streaming. The user would be able to take total control of the bot remotely in order to verify and judge on the 

situation using live video streaming. It also exhibits warning message in its display and points a toy gun at the intruder. In real life 

cases, the toy gun can be replaced with actual ones. The user bears the authority to decide whether to shoot or not. Due to having 

tank rover chassis, the robot has the ability to maneuver in rough terrains which enhances its versatility and usability. 

Keywords: Smart Bot, Surveillance, Raspberry Pi, Ultrasonic Sensor, RFID, Thermal Camera, Pixy Cam, Image Processing, 

Outdoor Security 

 

1. Introduction 

Due to mountainous technological progression, systems 

tend to become smart, intelligent and automated. [1]. 

Maintaining strict security in restricted area nowadays require 

utilization of automated smart systems and devices in order to 

manage things in efficient manner. In response to need, 

numerous automated and semi-automated smart systems have 

evolved [2]. 

Surveillance using for robots have become quite popular in 

the recent years due to maneuverability and various smart 

features [3]. Such smart features include movement detection, 

human face detection, obstacle detection, intrusion detection, 

live streaming based monitoring, remote control of bot and 

many more. Moreover, it is safer to perform insecure and risky 

job of surveillance in sensitive areas by robots. As per demand 

of security, numerous surveillance bots have emerged, each 

having several smart features integrated using hardware and 

complex processing methods [4]. 

Nowadays, Bluetooth based wireless data transfer 

methodology has become popular for implementing bots [5-6]. 

However, in case of range, Wi-fi based systems offer better 

service [7-8]. 

Integration of various sensors have brought about a great 

change in the field of robotics [9]. For instance, human 

detection can be achieved by using Passive Infrared (PIR) 

sensor which is greatly used in surveillance bots nowadays [9]. 

Moreover, camera enables us to see live video streaming of an 

area which makes it quite suitable for the purpose of 

surveillance [10-12]. Moreover, modern devices such as 

thermal-cameras, IR sensors and ultrasonic sensors have 

largely contributed towards developing smart and compact 

robots for security and surveillance purpose [13-21]. 

In this research, we have developed a smart surveillance bot 
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with multifarious abilities. The features of the bot include 

automatic surveillance, human detection by thermal image 

processing, identification of friend or foe, live streaming, 

obstacle avoidance using ultrasonic and manual remote 

control. The smart features in equipped in with the bot enables 

user to easily monitor restricted area. 

2. Existing Surveillance Bots and Their 

Features 

Dual Tone Multi Frequency (DTMF) based remote control 

bots are considered as early stage surveillance systems [3]. 

Later, DTMF based bots were equipped live video streaming 

and voice instruction based which enabled the user to monitor 

an area remotely [5]. Although DTMF offers wide range of 

operation, the technology has low precision due to poor noise 

immunity. 

Bluetooth based wireless data transfer systems for 

surveillance bots in [6] offer higher precision than DTMF 

technology. However, due to low operating range, Bluetooth 

controlled bots can be only utilized for the purpose of home 

surveillance [7]. Therefore, such sort of surveillance bot is not 

suitable enough for security purpose in restricted areas which 

require large area coverage. Using Wi-Fi module rather than 

Bluetooth offers wide range of operating range [8]. 

 

Figure 1. Block diagram of proposed surveillance bot. 

Modern Surveillance bot are not only limited to remote 

control and live video streaming, rather they are equipped with 

smart features to detect intrusion too. For instance, researchers 

in [9] used Passive Infrared Ray (PIR) sensor to detect 

intrusion in smart home systems. PIR based intrusion 

detection are quite simple, handy and requires very low 

hardware cost. Due to evolution of complex-algorithm based 

image processing, surveillance systems nowadays tend to 

utilize intrusion detection technique using video-camera based 

image processing [10-11]. For example, surveillance bots in 

[12-15] employ image-processing based face recognition and 

identification in order to detect any intrusion. These face 

recognition systems are quite suitable for indoor monitoring 

where there is plenty of light around. However, for outdoor 

applications these systems are quite inappropriate for 

identification since due to absence of abundant amount of 

light, the systems might fail to operate. 

In addition, image-processing based face detection do not 

have 100% accuracy. Hence, where identification of friend 

and foe need foremost accuracy in sensitive cases, utilization 

of face recognition systems might appear as fatal security 

issues. 

The limitation of image processing using normal camera 

under low light intensity can be removed by utilizing thermal 

image processing technique which requires thermal camera 

[16]. In [17], Lens based thermal camera has been utilized 

which make it extremely expensive. IR based thermal is a 

good option in order to cut down cost. Various IR thermal 

camera based human detection are presented in [18-21]. 

Among them, [18-21] are suitable for human detection in 

night. However, their efficiency significantly decreases while 

applied during daylight. The researchers in [21] takes into 

account thermal criteria and conditions both for day and night 

time. Hence, thermal image processing in [21] is considered as 

more efficient than the others. 

All the researchers stated above only focused on a small 

part of surveillance system. However, in order to obtain the 

ultimate result, practical implementation in quite important 

where it is necessary to integrate those features into one and 

consider real life issues. This research aims to integrate 

various smart features within a single surveillance bot 

considering real life cases. 

3. Design Methodology of Proposed 

Surveillance Bot 

Block diagram of the propose design is represented by 

Figure 1. Details on various smart features of our surveillance 

bot is presented in the following sub-sections. 

3.1. Automatic Surveillance and Obstacle Detection 

For automatic surveillance, the system divides the whole 

restricted area into different zones. The operator/user can send 

instruction to the bot to go into a particular zone for 

surveillance. The bot uses line following technique to move 

from one zone of the area into another [22]. Although majority 

of line following robots use IR sensors, the proposed bot 

utilized PixyCam [23]. The reason behind this are: (1) the 

robot already needs a camera for video streaming (2) PixyCam 

has special feature of color detection which is highly effective 

for line following. 

In real life cases, any obstacle can be present on the line 

which the bot follows. So, an obstacle detection and avoidance 

technique need to be applied. Ultrasonic Sensor (Sonar) has 
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been utilized for this purpose [24-25]. Although the PixyCam 

can be used for obstacle detection, camera-based image 

processing is not reliable in unexpected situations such as 

foggy or smoky environment around. Algorithm for automatic 

surveillance and obstacle detection has been obtained from 

[26]. The algorithm has been modified in order to comply with 

the proposed surveillance bot which follows line using 

PixyCam rather than using IR sensors. In case that the bot gets 

cannot find the line and gets lost, then it stops and send 

notification to the user to take control over it manually. 

3.2. Human Detection and Identification 

In order to detect human, IR based thermal camera has been 

utilized in this research for both day and night time human 

detection. Since, the thermal image processing technique [21] 

considered both day and night time detection issues, it is more 

convenient and efficient to utilize this technique for our bot. 

However, the process described in [21] accounts for only 

human detection. No identification is considered by the 

research conducted in [21]. For surveillance purpose in highly 

restricted areas, it is necessary to consider both detection and 

identification of human in order to distinguish between friend 

and foe. Hence, the technique in [21] have been modified and 

extended to further steps in order to solve human 

identification issue. 

 

Figure 2. Algorithm for obstacle detection and avoidance in line following 

technique using Pixy Cam Camera. 

PIR sensor can be considered as a low-cost handy device for 

human detection [9]. However, PIR sensor detects movement 

of any sort of thermal body which emits IR ray. Moreover, PIR 

sensor can only sense IR ray within the sensor range, however, 

cannot tell exactly from which direction the IR ray is coming 

from. Therefore, the IR based thermal image processing has 

been considered for human detection rather than using PIR 

sensor. 

Block diagram of human detection and identification is 

represented by Figure 3. The steps are explained in the 

following paragraphs. 

3.2.1. Background Subtraction 

The image obtained for processing is thermal image and it is 

necessary to convert it to grayscale. The formula for thermal 

to greyscale conversion is given below: 

����, �� � �	
��,��
����������
�����
�����

               (1) 

where 

 

Figure 3. Flowchart of human detection using thermal image processing and 

human identification using RFID. 

����, ��=grayscale image (converted) 

�� �thermal image 

����� �minimum value in ��  

����� �maximum value in ��  

���� �bit numbers required for coding for each pixel 

Then, eq. (1) is rewritten in the following form where 

foreground and background information are separate. 

����, �� �  ���, �� �  ��, ��             (2) 

Here, 

���, �� �foreground information 

 ��, �� �background information 

Now, ���, ��  in eq. 2 contains all the necessary 

information.  ��, ��  contains unnecessary information 

which needs to be vanquished for eq. 2. To do this, at first the 

grayscale of  ��, �� is obtained by utilizing the Histogram’s 

peak. Then subtracting it from image pixel leads to the desired 

form of equation. The process is interpreted using the 

following equation (eq. 3). 

�����, �� � ! ����, �� " #$ , %& ����, �� ' #$  
  0,                                        )*+,-.%/,     (3) 

Where, 

�����, �� � &)-,0-)123 )& %450, 
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#$ � +%/*)0-54 %450,/6 7,58 (,/*%45*,3) 

Elevation of human detected objects are then elevated. 

Following step includes suppression of background and 

enhancement of Signal to Noise Ratio (SNR). 

3.2.2. High-Boost Filtering 

After background subtraction, the intensity of human 

objects gets reduced. Therefore, high-boost filtering of the 

obtained image becomes necessary. This process is only 

applied to the parts of the image. No low frequency part is 

eliminated while performant high-boost filter. The 

mathematical expression is presented by eq. (4). 

���9(�, �) = ��� ∗ #(�, �)             (4) 

Where, 

���9(�, �) = ,2;ℎ52*,3 %450, 

#(�, �) = ℎ%0ℎ <))/* 45*-%� 

The term * in (4) does not represent multiplication. Rather it 

represents convolution operator. 

3.2.3. Adaptive Thresholding and Human Detection 

In this step, only the required/expected targets are 

recognized which accounts for human detection. In order to 

detect only the required targets, the unwanted targets are 

required to be removed. 

In order to remove unwanted targets, let us define adaptive 

threshold =� and =�>. Here, Gaussian distribution are used 

to define the terms =� and =�>  which have the following 

mathematical expressions. 

=� = µ − κσ 

=�> = µ + κσ 

Where, 

κ = 5 /;5?5-, µ =mean and σ = variance of ���9(�, �). 

In order to calculate κ adaptive mathematical approach has 

been used. To calculate κ  adaptively, different investigations 

have been applied on ��(�, �) . The investigations applied 

various intensity value of the image such as minimum, maximum, 

mean value etc. Moreover, different types of value of the image 

other than intensity such as entropy, variance, standard deviation 

etc. Due to having low fluorescence and low SNR, it was 

observed in the investigation that majority of the trials do not end 

up getting expected result. Based on the investigation, it has been 

observed that calculating κ using entropy yields better result. 

Entropy in this case is a measure of quality and texture of the 

converted grayscale image ��(�, �) . This is expressed in the 

following mathematical expression. 

κ = − @ ���(�)
A
>

�B>
∗ ?)0C × ���(�) 

where 

��� =probability. 

This probability is calculated from the number occurrence 

number of � got in ��(�, �). 

E =maximal value of pixel level obtained in ��(�, �). 

For detection of brightness pixels, the following 

mathematical expression is used. 

�F(�, �) = !0, %& ��(�, �) ≥ #$ 
  1,              )*ℎ,-.%/,  

Where, 

�F(�, �) =final resultant human pixel of the image. 

3.2.4. Human Identification 

For human detection, thermal image processing has been 

used and for identification purpose, RFID tags has been 

utilized. It might come into mind that RFID has very small 

range for which it cannot be utilized in surveillance bots for 

long range identification. However, based on types, operating 

range of RFID are quite different. Classification of RFID is 

presented by Figure 4. From Figure 4, it can be seen that RFID 

has low-high range based on frequency and power source. For 

the proposed design, Passive Ultra-High Frequency RFID tags 

have been utilized which have 15 m range of operation. Each 

authorized person has RFID tag attached to their uniform by 

which identification can be done. The Surveillance bot 

contains a RFID reader in order to look for RFID tags. 

When the surveillance bot detects any human, at first it 

looks for RFID for identification, If the identification fails, the 

bot considers it as an intrusion. It aims a toy gun at the intruder 

and notifies the user wirelessly about the intrusion. The user/ 

operator then can turn on live video streaming for further 

identification. The decision whether to shoot or not using the 

gun attached with the bot lies in the hands of the operator. 

3.3. Video Surveillance and Manual Control 

In case that the operator needs to have a look into the 

surrounding area, he/she can turn on live video surveillance and 

take control of the surveillance bot manually. In order to enable 

user to take control of the bot manually and wirelessly, Blynk 

software has been used to create a local server network which 

utilizes Wi-Fi as the medium of wireless data transfer. Blynk is a 

digital to build Graphical User Interface (GUI) simply. 

In order to control the surveillance bot, one needs to access 

the local server network by proving user ID and password 

which provides security from unauthorized use. 

4. Hardware Implementation 

Final implemented version of the proposed surveillance bot is 

represented by Figure 5. Raspberry Pi has been utilized in this 

research as the microcontroller board which is much faster and 

can deal with larger data rate compared to Arduino [27-30]. 

To capture thermal image, Adafruit AMG8833 IR thermal 

camera has been utilized. For live video surveillance purpose, 

PixyCam CMU Cam5 has been used. The chassis model is 

Rover Tank 5 which has 4 motors attached to it along with 4 

encoders. The design of the tank rover and its 4 motors 

provide strong driving capability and high torque to the bot 

which enables it to maneuver in rough terrains [31-32]. For 
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obstacle detection, ultrasonic sensor model HC-SR04 has 

been adder which has a detection range between 2cm and 450 

cm [33-34]. For wireless data transfer, NodeMcu ESP8266 

Wi-Fi has been added to the bot which provides wide range of 

operation than Bluetooth [35-36]. The Wi-Fi module has a 

maximum range around 470 meters (nearly half a kilometer). 

The UHF RFID reader module’s model is CF-MU801 which 

operates at the frequency 865 MHz-868 MHz. Is has a RFID 

reading range of 15 m and it is fully compatible with Arduino, 

Yourduino and Raspberry Pi [37-39]. In order to connect the 

module with the Raspberry Pi, an interface board is required 

and RS232 serial port interface board serves this purpose 

[40-42]. In addition, an antenna is required to be connected 

with CF-MU801 through a SMA connector in order to sense 

RFID signals. CF-RA4040 antenna has been utilized for this 

purpose which has a gain of 3 (dBi). Model number of the 

RFID tags compatible with CF-MU801 RFID module are 

G9201, G9305, G9307, G9505, G9508 etc. In this research, 

G9305 has been used. Complete list of hardware and modules 

of the surveillance bot developed in this research is 

represented in Table 1. 

5. Result Analysis 

The surveillance bot in this research is equipped with all the 

necessary features which are compulsory for maintaining 

security in restricted areas. The surveillance bot can 

automatically monitor a specified and maintain its security. 

None of the existing surveillance bots discussed in this 

research is equipped as much features as ours. Practical results 

on different features of our surveillance bot is presented in the 

following sub-sections. 

5.1. Obstacle Detection and Avoidance 

For obstacle detection and avoidance, we have tested the 

surveillance bot with various types obstacles having different 

sizes and shapes. In total, we had 100 test runs and the success 

rate was 87%. 

5.2. Human Detection and Identification 

Various steps of thermal image processing of the 

surveillance bot have been depicted in Figure 6. To measure 

the efficiency of the thermal image processing, the bot has 

been tested under various weather conditions. In total we have 

taken 100 test runs and the human detections process 

successfully worked for 91 cases. Hence, the overall 

efficiency of the human detection technique using thermal 

image processing is 91%. 

For human identification part using RFID tags, the bot has 

been tested for different distance and results have been listed 

in Table II. It has been observed that the RFID tags reading 

efficiency for 13-15 m distance is quite low although the 

maximum rated distance is 15 m. 

 

Figure 4. RFID classification according to frequency and power source. 

 

Figure 5. Surveillance Bot developed in this research. 

Table 1. Cost Breakdown of Proposed Surveillance Bot. 

No. Type Model Price (USD) 

1. Microcontroller Board YourDuino RoboRed 17 

2. Thermal Camera Agafruit AMG8833 44 

3. Surveillance Camera Pixy CMUcam5 60 

4. Chassis Rover Tank 5 56 

5. Ultrasonic Sensor HC-SR04 0.8 

6. Wi-Fi Module NodeMcu ESP8266 6 

7. RFID Module CF- MU801 140 

8. RFID Interface Connector RS232 21 

9. RFID Antenna CF-RA4040 19 

10. RFID Tags G9305 3 

11. Miscellaneous ……………………. 10.2 

Total Price = 377 (USD) 
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Figure 6. Various steps in thermal iage processing. (a) original thermal 

image (b) greyscale converted image (c) Background substraction (d) 

high-boost filtering (e) local adaptive thresholding (e) human detected image. 

Table 2. Efficiency of the RFID Human Identification System. 

Distance (m) 
Number of 

Test Runs 

Number of Successful 

Identifications 

Efficiency 

(%) 

0-6 25 25 100% 

7-9 25 25 100% 

10-12 25 25 100% 

13-15 25 16 64% 

6. Discussion and Comparison 

DTMF based remote controlled bot in [3, 5] is vulnerable to 

noise during transmission and receiving section for which 

usage of DTMF based remote control systems has been largely 

reduced. Bluetooth and wireless based remote control systems 

have brought about a great change in development of complex 

remote-controlled bots. The proposed bot controls wireless 

based data transfer system in order to enhance the operating 

range [8]. 

In case of human detection, PIR sensor can be a low-cost 

choice for surveillance bots. However, for security purpose, 

high precision and live surveillance option is required [9-11]. 

Facial recognition-based image-processing for human 

identification in [12-15] are convenient for indoor operations. 

For outdoor operations, surveillance bots in [12-15] will not 

work effectively at night due to lack of sufficient light. Hence, 

the proposed bot utilized thermal image processing rather than 

processing image from normal camera. 

For line following, the proposed bot used PixyCam rather 

than using IR sensor as in [22]. Since PixyCam offers both line 

following and live surveillance option, it helped the proposed 

bot to become more compact using less hardware [23]. 

The proposed surveillance bot developed in this work offers 

multifarious abilities with wide range of smart features. The 

existing surveillance bots mentioned in the literature review 

part does not have as much features as the bot developed in 

this work [3-8, 12, 13, 15, 20, 22-24, 26, 31, -3, 35, 36 39]. 

Hence, due to the smart features and the multifarious abilities, 

the surveillance bot developed in this work is quite effective 

for utilization in real life for security purpose. 

7. Conclusion 

A smart semi-automatic surveillance bot for highly 

restricted areas has been developed in this research. The 

surveillance bot is equipped with multifarious abilities in 

order to cope up with different security issues. Automatic 

monitoring, human detection and identification, live video 

streaming and manual remote control of the surveillance bot in 

this research can comply with the demand of high security 

issues in restricted areas. Moreover, the bot has the ability to 

maneuver in any terrain due to the tank chassis equipped with 

high torque motors. Hence, the surveillance bot is quite 

suitable for utilization in restricted areas for surveillance and 

security purpose. 
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